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ABSTRACT: The fracturing of four different polyolefin ma-
terials was studied with the objective of developing a better
understanding of the relationships between the morphology of
the semicrystalline polymers, the morphology of their fracture
surfaces and their mechanical properties. This article is fo-
cussed on the quantitative description of the fractures surfaces.
The surface structure can be described in terms of self-affine
fractal models, and the Hurst exponent(s) and roughness mea-
surements can be used to describe quantitatively the fracture
surface topography. Fracture surfaces generated in homopoly-
mers can be described by a single Hurst exponent, which
differs for PE and PP. For copolymers with PE and PP matrices,
the Hurst exponent measured on small-length scales was the
same as that obtained for the matrix material, but a crossover to

a second regime, with a higher Hurst exponent, was found at
longer length scales. The crossover was related to the average
distance between rubber particles for the PP/PE rubber phase
specimen (PP-copo). The introduction of a second component
seems to modify the crack propagation at long-length scales,
but the propagation at shorter length scales remains un-
changed. Environmental stress cracking experiments indicate
that each regime can be related to brittle or ductile fracturing
processes. © 2002 Wiley Periodicals, Inc. J Appl Polym Sci 86: 973–983,
2002
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INTRODUCTION

The main objective of the work described in this article
was to study the relationships between the morphol-
ogy of polymeric materials and the mechanical prop-
erties of products manufactured from them through
the quantitative characterization of the fracture sur-
face. The relationships between morphology and me-
chanical properties have been studied in a previous
article.1 The main focus of the present article is on the
quantitative description of fracture surfaces. The frac-
ture surface can be characterized by measuring the
roughness and by studying its self-affine fractal geom-
etry. Exploration of the relationships between the su-
permolecular structure, the fracture surface topogra-
phy, and the fracture performance presents very ex-
citing challenges, from both a basic research and an
industrial point of view. If a link between the molec-
ular structure and mechanical properties can be estab-
lished, new concepts could be elaborated to design
polymers with superior properties.

The materials that were studied are commercially
important polyolefins (polyethylenes and polypro-
pylenes). International standardized procedures (ISO
standard) for industrial test procedures were followed

in fracture experiments. The idea that the rough sur-
faces produced by the fracture of brittle materials have
a self-affine fractal geometry2,3 is now well estab-
lished. The pioneering experimental work was carried
out by Mandelbrot et al.4 using steel. This work has
been extended to a wide range of materials including
other metals,5–7 semiconductors,5 cement-based mate-
rials,8 ceramics and rocks,5,9–13 polymers,14 and natu-
ral anisotropic materials such as wood15 and
rocks.10,12 In addition, the rough surfaces generated by
a variety of simple computer models for material fail-
ure also appear to be self-affine fractals.16 Some re-
searchers have suggested that the Hurst exponent has
a universal (independent of material and processing
conditions) value,17 but others have tried to relate the
material dependent Hurst exponent to material prop-
erties such as the fracture energy.9,18 Self-affinity and
some mathematical tools to describe the statistically
self-affine geometry of fracture surfaces are described
later. Scanning electron microscopy (SEM) and optical
microscopy, based on vertical scanning interferome-
try, were used to qualitatively and quantitatively char-
acterize the fracture surfaces.

SAMPLES

Our study was focused on polyethylene- and polypro-
pylene-based materials. Four different materials (see
Table I), supplied by Borealis a/s (Rønningen, Nor-
way) were chosen because of their relatively simple
composition and their industrial interests: 2 polypro-
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pylenes, referred to as PP-homo (a homopolymer) and
PP-copo (a heterophasic propylene-ethylene copoly-
mer), and two high-density polyethylenes referenced
as HDPE-homo (a homopolymer) and HDPE-copo (a
randomly distributed ethylene–hexene copolymer).

The specimens were prepared either by injection
moulding (polypropylenes) or by hot pressing
(polypropylenes and polyethylenes). In the injection
molding cycle, the polymer was injected into the mold
at a controlled speed (2–3-s injection time) and high
temperature (200°C—well above the melting temper-
ature). The mold temperature was 40°C, and the hold-
ing pressure needed to avoid sink marks (200 to 500
bars) was applied for 40 s. The specimen was then
cooled down for 8 s (without applied pressure) and
ejected. The total cycle time was about 60 s. Because of
the high viscosity in the molten phase, the polyethyl-
enes that were studied could not be injection molded.
Consequently, a hot press was used. Pellets were
placed between two metallic plates, which were then
placed in the press. The hot pressing cycle started with
compression–decompression subcycles during the
melting of the pellets, to avoid air bubbles in the final
sheets and to evaporate traces of residual solvent. The
polymer plate was then compressed for 10 min at
180°C (5 min at low pressure and 5 min at high pres-
sure). The specimens were then cooled at a rate of
15°C/min until a temperature of 40°C was reached.
The hot press was also used to prepare the polypro-
pylene samples, the only change being the compres-
sion temperature, which was 210°C.

All our specimens had the same shape: 10 mm wide
and 80 mm long, with a thickness of 4 mm. To initiate
fracture propagation in a specific location, the sheets
were notched to a depth of 2 mm deep with a tip
radius of 0.5 mm in one of the 4 � 80 mm faces.

In our study, crystal sizes were measured with a
crosspolarized light microscope. Thin slices (typically
10 �m) were microtomed and mounted between two
glass plates using a rapid mounting media. Pictures
were taken with a crosspolarized light microscope at
different locations on the slices, to explore the influ-
ence of cooling rates and mechanical deformation
rates during processing. The results are summarized
in Table II.

FRACTURE EXPERIMENTS

A previous article1 described in details the correla-
tions between quantitative measures of the polymer
structure and the mechanical properties of the final
products. Fracture experiments were conducted at 23,
0, and �20°C to generate fracture surfaces under dif-
ferent experimental conditions for identical samples.
Some of the results are summarized in Table III. It can
be seen that for, all the samples but HDPE-copo, the
fracture energy increases as the temperature is in-
creased. The temperature and strain rate dependence
of the fracture parameter Jc were also studied in the
first part of this work.1

SELF-AFFINE FRACTAL ANALYSIS

Fracture surfaces have very complex structures that
are difficult to describe in quantitative terms. In many
studies, the surface topography is recorded and
roughness averages (such as the average roughness Ra
and the root-mean-square roughness rms) defined by
the equations

TABLE I
Number-Average Molecular Weight Mn, Weight-Average

Molecular Weight Mw, and Polydispersity
of the Four Polymers

Mn Mw Polydispersity

PP-homo 50,000 250,000 5
PP-copo 55,000 340,000 6.2
HDPE-homo 17,000 195,000 12
HDPE-copo 31,000 75,000 2.4

The values of Mn and Mw were determined by gel-perme-
ation chromatography (GPC) at Borealis.

TABLE II
Spherulites Size in the Center and along the Edge

of the Fracture Surface

Central
part

Along the
edge Crystallinity

PP-homo (inj.) 60 �m 17 �m 49.4%
PP-copo (inj.) 30 �m 20 �m 43.8%
PP-copo (h.p.) 55 �m 45 �m 46.2%
HDPE-homo (h.p.) 32 �m 25 �m 57.5%
HDPE-copo (h.p.) — — 72.4%

Here, “inj.” indicates that specimens were injection
molded, whereas “h.p.” indicates that specimens were hot
pressed.

TABLE III
Values of the Fracture Parameter Jc (kJ/m2) at 23, 0, and �20°C Measured during Charpy Tests

PP-homo (inj.) PP-copo (inj.) PP-copo (h.p.) HDPE-homo (h.p.) HDPE-copo (h.p.)

23°C 7.3 � 0.6 20.5 � 1.0 19.0 � 1.0 18.6 � 0.6pb 41.5 � 1.5pb
0°C 2.5 � 0.2 10.9 � 0.3 11.1 � 0.7 10.2 � 0.3 46.0 � 5.0pb
�20°C 2.7 � 0.7 8.5 � 1.5 8.1 � 0.8 9.0 � 0.6 43.2 � 1.5pb

Here,“inj.” indicates that specimens were injection molded, whereas “h.p.” indicates that specimens were hot pressed. “pb”
indicates that the samples were partially broken.

974 LAPIQUE ET AL.



Ra �
1
n�

i�1

n

�Zi � Z� � (1)

and

Rrms � � 1
n �

i�1

n

�Zi � Z� �2 (2)

are calculated, where N is the number of points, Zi is
the vertical coordinate of the ith point and Z� is the
mean value of the vertical coordinates. Measurement
of the roughness does not provide a complete quanti-
tative characterization of rough surfaces, because sur-
faces with the same Ra and rms roughness can have
completely different appearances (see Fig. 1).

Therefore, the roughness determination should be
combined with measurement of one or more shape
parameters that tells us more about the structure of
the surface. However, this approach has led to a pleth-
ora of morphometric parameters that are of little value
in understanding either the structure or properties of
rough surfaces. It has been shown that a wide range of
fracture structure has a self-affine fractal geome-
try.2,3,19–23 In general terms, a fractal is an object that
has the same geometry on different length scales. The
structure of most natural systems is complex and dis-
orderly. Consequently, only statistical measures that
characterize the structure are invariant to a change of
length scale. In addition, the statistical characteristics
of the structure are invariant to a change of length
scale (expansion or contraction) over only a limited
range of length scales. If the structure on a large scale
is similar to the structure on a small scale when the
length scale is changed isotropically, the object is said
to exihibit self-similar scaling. But in natural processes
(fracturing, for example) patterns often cannot be
rescaled uniformly in all directions and still preserve
(statistical) similarity. In general, each direction must
be given an individual scaling factor. Patterns that
require different rescaling factors in different direc-
tions are called self-affine. Self-affinity is an important
symmetry that is related directly to many physical
properties. If h(x) is a self-affine function describing a

profile of a fracture surface, it has the scaling proper-
ties

h�x� � ��Hh��x� (3)

where h(x) � 0 at x � 0 and H is the Hurst exponent
or roughness exponent (0 � H � 1). The symbol “�”
should interpreted as “statistically equivalent to.” As
shown on Figure 2, H is characteristic of the surface
morphology. Similarly, if h(X) is a self-affine fractal
surface (h(X) � h(x,y)) is the height above or below a
horizontal reference plane) then

h�x� � ��Hh��x� (4)

where h(X) � 0 for X � 0. However, this is true only
if the surface is homogeneous and isotropic in the
lateral (X) directions. In general, the Hurst exponent
obtained from analysis of the profiles may depend on
the direction of the profile in the (x,y) plane and on the
position at which the profiles are measured.

The measurement of the rms roughness and H can,
therefore, give a precise quantitative description of
important aspects of fracture surfaces. Many methods
have been used to quantitatively describe the statisti-
cally self-affine geometry of the fracture surface. Sur-
face width measurement has been used the most ex-
tensively.

Figure 2 Surface profiles with different Hurst exponent H.

Figure 1 Surface profiles with the same Ra and rms rough-
ness.
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The bridge method and surface width
measurements

In these methods, a profile of length L is divided into
windows or bands of width � indexed by the lateral
position of the first lateral point x0 of the band. The
standard deviation of the height � and the difference
�Zmax between the maximum and minimum height
can be computed for the parts of the profile in all the
possible bands obtained by varying the origin x0 at
fixed �, to obtain the averaged quantities 	�(�)
x0

and
	�Zmax(�)
x0

. Bands with widths larger than L/2 are
disregarded, because of insufficient independent sam-
pling. For self-affine sets,3 both quantities increase
with increasing �, according to the power laws

	����
x0��H and 	�Zmax���
x0��H (5)

where H is the Hurst exponent, or roughness exponent
of the profile.2,4–6 For a self-affine rough surface, the
Hurst exponent H lies in the range [0:1]. The depen-
dence of 	�(�)
 on the window length � for a self-
affine fractal indicates that the rms roughness has no
fundamental meaning (the standard deviation of the
height �(�) is equivalent to the rms roughness mea-
sured over a region of size �). I many systems 	�(�)

scales as 	�(�)
 � �H over only a limited range of
length scales �min � � � �max and 	�(�)
 has a con-
stant value for �

�max. Under these circumstances,
the rms roughness can be used to characterize the
geometry of fracture surfaces. However, care must be
taken to ensure that rms roughness is measured over
a sufficiently large window. Of course, the rms rough-
ness can be measured at one or more � values, but the
value used for � must be reported, and great care
must be taken in comparing measurements from dif-
ferent sources.

This method is very sensitive to possible tilting of
the profile, which causes the effective value of the
Hurst exponent to increase towards 1. Therefore, this
approach can only be applied to horizontal profiles or
profiles for which the “horizontal” direction is known,
and the tilt can be removed. To avoid the effects of
tilting, the bridge method7,8 was used. It is very sim-
ilar to the measurement of the standard deviation of
the height �, but the height is measured with respect
to a reference line (the bridge) joining the first and last
points of each window, not the first and last points of the
entire data set, and the standard deviation 	�bridge
 for
the locally “detrended” profile is computed. For a
self-affine set

	�bridge���
x0 � �H. (6)

By using a reference line attached to the window, the
influence of profile tilting is eliminated. To test the
accuracy of the analysis methods discussed here, sev-
eral tests have been performed on profiles generated
(using fractional brownian motion) with roughness
exponents of H � 0.25, 0.50, and 0.80. The results are
presented in Figures 3–4.

Good agreement with the theoretical exponents was
found. A variety of other methods have been used to
measure the Hurst exponent of a self-affine profile.
These include slit island analysis4 (the analysis of hor-
izontal cuts through the surface), Fourier analysis,24

and wavelet analysis.25–29

RESULTS AND DISCUSSION

Fracture surfaces formed at 23°C are shown in Figures
5 to 8. A detailed and complete qualitative description
of the fracture surfaces can be found in a previous
articles1 and only the main conclusions are repeated

Figure 3 Determination of the Hurst exponent for three
profiles generated with H � .25, H � 0.50, and H � 0.80,
using the maximum surface width measurement approach.
The scale parameter represents the quantity �, introduced in
text.

Figure 4 Determination of the Hurst exponent for the pro-
files analyzed in Figure 3, using the bridge method. The
scale parameter represents the quantity �, introduced in
text.
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here. The fracture surface of the PP-homo polypro-
pylene was very regular, with a rounded hill and
valley relief. No evidence of crazing or fibrillation
could be observed, and the brittle fracture surface
morphology did not seem to be temperature depen-
dent.1 Like the homoplymer, the two phases of PP
copolymer fractured in a brittle manner. The fracture
surfaces looked the same at both temperatures.1 Small
holes (black) and bumps (white) could be observed on
the PP-copo fracture surface, due to the heterophasic
nature of the polymer. The PP-copo material consists
of a blend of polyethylene chains in a matrix of
polypropylene, in which the two phases are not linked
together. The boundary between polyethylene nod-
ules and the polypropylene phase is a weak point in
the copolymer structure. When a crack propagates,
these nodules are pulled out from the matrix leaving
holes on one of the fractures surfaces. Close inspection
of the fracture surface indicated that the typical dis-
tance between nodules was in the 5–10 �m range.

The polyethylenes behaved in a totally different
way. They are much more ductile materials that un-
dergo crazing and fibrillation processes. Evidence of

crazing can be seen on the HDPE-homo fracture sur-
face (see Fig. 7). During crack propagation, small cra-
ters, with very well-defined borders, were created on
the fracture surface. The borders were made of crazed
matter that was stretched in the direction perpendic-
ular to the fracture plane. It can be seen that the crater
pattern exists on a wide range of scales. The transition
from coarse to fine structure is caused by irregular
crack propagation, but it is remarkable that the coarse
and fine structures look exactly the same. From a
statistical point of view they are identical.

The fracture surface morphology of the high-den-
sity polyethylene copolymer (HDPE-copo) is also tem-
perature independent1 over the �20 to �23°C range.
Like the homopolymer, the fibrillation process created
cavities. The main difference is that relatively large
sheet of highly deformed material were found in the
fibrillation-induced network. Careful inspection of
pictures at the highest magnification showed that the
typical size of the cavities or craters was in the 5–10
�m range. This behavior also differs from that of the

Figure 5 High magnification SEM picture of a PP-homo
sample. The experiment was performed at 23°C. The size of
the image is 290 � 225 �m.

Figure 6 High magnification SEM picture of a PP-copo
sample. The experiment was performed at 23°C.

Figure 7 High magnification SEM picture of a HDPE-homo
sample. The experiment was performed at 23°C.

Figure 8 High magnification SEM picture of a HDPE-copo
sample. The experiment was performed at 23°C.
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homopolymer, for which it was impossible to identify
characteristic features of any typical size.

Fracture surfaces from our five samples were stud-
ied quantitatively using a Wyko NT 2000 microscope
based on vertical scanning interferometry. Pictures
made with this microscope will be referred to as
“Wyko pictures.” The Wyko surface profiler system is
a noncontact optical profiler that uses two technolo-
gies to measure a wide range of surface heights. The
phase-shifting interferometry (PSI) mode allows us to
measure smooth surfaces, while the vertical-scanning
interferometry (VSI) mode allows us to measure rough
surfaces and steps. The VSI mode is very well suited to
study fracture surface topography. Vertical scanning
interferometry is a newer technique than phase-shift-
ing interferometry. The basic interferometric princi-
ples are similar in both techniques: light reflected from
a reference mirror combines with light reflected from
a sample to produce interference fringes, where the
best contrast fringe occurs at best focus. However, in
the VSI mode, the white-light source is not filtered,
and the system measures the degree of fringe modu-
lation, or coherence, instead of the phase of the inter-
ference fringes.

In vertical scanning interferometry, a white light
beam passes through a microscope objective to the
sample surface. A beam splitter reflects half of the
incident beam to the reference surface. The beams,
reflected from the sample and the reference surface,
recombine at the beam splitter to form interference
fringes. During the measurement, the reference arm
containing the interferometric objective moves verti-
cally to scan the surface at varying heights. A linear-
ized piezoelectric transducer precisely controls the
motion. Because white light has a short coherence
length, interference fringes are present only over a
very shallow depth for each focus position. Fringe
contrast at a single sample point reaches a peak as the

sample is translated through focus. The fringe con-
trast, or modulation, increases as the sample is trans-
lated into focus, then falls as it is translated past focus.
The system scans through focus (starting above focus)
at evenly spaced intervals as the camera captures
frames of interference data. As the system scans
downwards, an interference signal for each point on
the surface is recorded. The system uses a series of
advanced computer algorithms to demodulate the en-
velope of the fringe signal. Finally, the vertical posi-
tion corresponding to the peak of the interference
signal is extracted for each point on the surface. The
vertical resolution in VSI mode is 3 nm. The lateral
resolution is function of the magnification objective
and the detector array size. Each magnification objec-
tive has its own optical resolution based on the mag-
nification and numerical aperture of the objective. We
have used magnifications having a lateral resolution
of 0.7 and 0.16 �m.

All the Wyko pictures capture very well the appear-
ance of the fractures, and are very similar to the SEM
pictures that were described in detail in a previous
article.1 The profiles taken in the direction perpendic-
ular to the crack propagation were analyzed, using the
numerical methods described later, and they were
found to be self-affine. The results were similar for all
the analysis methods, so only results obtained using
the bridge method will be presented. To achieve a
high resolution in our analysis, pictures with different
sizes and spatial resolution were used. The �bridge(�)
curves obtained using the bridge method were col-
lapsed onto a single curve to study the self-affine
behavior of the profiles over more than 3 decades. The
results are presented in Figures 9–13. For the sake of
clarity, the curves obtained from fracture experiments
conducted at 23°C are translated on the log–log plots.
Otherwise, the points would have almost overlapped,
because the fracture surface roughness did not vary

Figure 9 Evidence for the self-affine fractal scaling in the
fracture surface of the PP homopolymer at 23°C and �20°C.
The scale parameter represents the quantity �, introduced in
text.

Figure 10 Evidence for the self-affine fractal scaling in the
fracture surface of the injection molded PP copolymer at 23
and �20°C. The scale parameter represents the quantity �,
introduced in text.
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significantly with temperature, even though the rms
roughness is generally higher at 23°C (see Table IV).

Profiles were taken randomly at different positions
on the fracture surface, and this is the origin of the
vertical spread of the data points for a given length
scale. The filled circles correspond to measurements
performed on 1 � 0.5 mm images with a resolution of
0.7 �m (1428 points on each profile), whereas the
unfilled circles come from the study of smaller images
(46 � 60 �m) with a higher resolution, 0.16 �m (288
points on each profile). The data (usually 15 profiles
from the large images and 15 from the small ones)
collapse onto a single curve which supports the valid-
ity of our measurements.

The self-affine behavior of the fracture surfaces is
confirmed, because the curves in Figures 9–13 can be
fitted by straight lines over a wide range of length
scales (almost 3 decades for homopolymers). This

shows that the measurements of the Hurst exponent
or roughness exponent can be used to differentiate
surfaces with different topographies. All our fracture
surfaces looked different, and their self-affine struc-
ture is characterized by a specific Hurst exponent or
pair of Hurst exponents. It is striking that a single
regime with a well-defined Hurst exponent was ob-
tained for the PP or HDPE homopolymers over the
entire length scales range that was accessible using
our measurement techniques. However, copolymers
are characterized by two self-affine regimes. We did
not study enough samples to conclude that there is a
direct correlation between the number of components
and the number of regimes of self-affine behavior, but
it would be worthwhile trying to expand these obser-
vations with a broader range of homopolymers and
copolymers. However, it would be necessary to char-
acterize the surface roughness over a very wide range
of length scales to obtain convincing evidence for
more than two self-affine scaling regimes. It can be
argued that the copolymers behavior could also be
fitted with a single smooth curve on a log–log scale.
This interpretation would imply that the copolymer
fracture surfaces are not self-affine. The data can be
represented equally well using either two straight
lines joined by a crossover or a smooth curve with no
linear regimes. The model with two fractal regimes is
more attractive, because the Hurst exponent obtained
for the copolymers in the short length scale regime is
the same as that for the homopolymer that forms the
matrix. This suggests that the short-length scale frac-
ture morphology is controlled by the matrix polymer
and the long-length scale fracture geometry is con-
trolled by the multicomponent polymer morphology.

It may be significant that for the PP-copo material,
the transition between the two self-affine fractal re-
gimes was found at a length scale close to 10 �m. This
length is similar to the mean distance between poly-

Figure 11 Evidence for the self-affine fractal scaling in the
fracture surface of the hot pressed PP copolymer at 23 and
�20°C. The scale parameter represents the quantity �, in-
troduced in text.

Figure 12 Evidence for the self-affine fractal scaling in the
fracture surface of the HDPE homopolymer at 23 and
�20°C. The scale parameter represents the quantity �, in-
troduced in text.

Figure 13 Evidence for the self-affine fractal scaling in the
fracture surface of HDPE copolymer at 23 and �20°C. The
scale parameter represents the quantity �, introduced in
text.
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ethylene nodules, which was about 5–10 �m. This
suggests that the small-length scale fracture morphol-
ogy, with H � 0.56, can be correlated with the way in
which the fracture propagates between consecutive
nodules, whereas the other regime could characterize
the propagation at longer length scales. This idea is
supported by the observation that the role of these
inclusions is to control the evolution and the propa-
gation of the fracture. They are introduced into the
matrix to arrest the propagation of the existing crazes
and also to initiate the formation of new ones to con-
sume as much as energy as possible in the fracture
process. This is in good agreement with our self-affine
analysis, which shows that the fracture surface can be
characterized by two Hurst exponents, one for length
scales smaller that approximately 10 �m and the other
for longer length scales. This suggests that the fracture
propagation is different in the essentially homoge-
neous material between the polyethylene inclusions
than in the longer length scale “composite” structure.
It would be very interesting to conduct the same study
with PP-copo samples, with different concentrations
of polyethylene nodules and determine if the mean
distance separating two consecutive nodules and the
length scale at which the crossover between the two
self-affine fractal regimes takes place are correlated.
The presence of the inclusions may be the reason why
the fracture did not pass through the center of the
spherulites (the nucleation point) as it did in the PP-
homo case.1 It appears that the crack does not propa-
gate freely, as it did in the homopolymer, and that its
course was constantly disturbed by the rubber parti-
cles.

A similar analysis was conducted for the HDPE-
copo specimens. The transition between the two self-
affine fractal regimes was found at a length scale close
to 10 �m, which is similar to the mean distance be-
tween the lips of highly deformed material observed
on the fracture surface (see Fig. 8).1 These sheets of
highly deformed material perturb and arrest the prop-
agation of the existing crazes. Their creation consumes
a lot of energy, and they act in the same manner as the
PE nodules in the PP-copo material.

The homopolymers (PP-homo and HDPE-homo)
have simple compositions (repetition of only one
chemical entity), and can be considered to be homo-
geneous, even if the macromolecular structure is com-
plex and inhomogeneous. This can explain why the
self-affine structure can be described by only one

Hurst exponent. But it is also very surprising that
typical length scales characterizing the macromolecu-
lar structure such as the mean spherulite size do not
appear as typical length scales in the study of the
self-affinity of the surfaces. This is consistent with the
conclusion that the spherulite size does not seem to
have a direct influence on the mechanical properties of
the final product. This idea was proposed in our pre-
vious article,1 where it was shown that the fracture
propagates independently of the spherulites arrange-
ment. But it was also found that, in the PP-homo
specimen, the fracture propagation was influenced by
the lamellar orientation (the fracture passed through
the spherulites following a radial path). In that case,
the length characterizing the lamellar structure could
be a relevant length scale in the fracture propagation
process. To check this hypothesis, the dynamical range
of our measurements must be extended. One way to
do this would be to examine, at a high resolution,
small areas of the fracture surfaces, using an atomic
force microscope (or other high resolution device) and
to use the same method to determine the Hurst expo-
nent. If the fracture surface has a simple self-affine
structure, the curves obtained should collapse with
those obtained using the Wyko microscope and ex-
tend the dynamical range of the measurements.

Another interesting objective of this work was to
determine if the self-affine analysis of the structure of
the fracture surfaces could be used to differentiate
materials with different compositions and the way in
which they break (ductile or brittle behavior). Because
our study was limited to four samples, we cannot
provide general answers to these questions. Table V
summarizes how the value of H depends on the ma-
terial.

In the first regime, two values for the Hurst expo-
nent were found depending on the matrix composi-
tion (polypropylene or polyethylene). The fracture
surfaces of materials with a PP matrix have a Hurst

TABLE IV
Roughness (rms) of Fracture Surfaces Generated at 23°C and �20°C

PP-homo (inj.) PP-copo (h.p.) HDPE-homo (h.p.) HDPE-copo (h.p.)

rms roughness (�m) 23°C 10.1 18.7 3.6 8.2
rms roughness (�m) �20°C 8.0 8.9 3.1 7.5

The roughness was measured for 1 � 0.5 mm images.

TABLE V
Hurst Exponents for All the Samples at 23°C

H First regime H Second regime

PP-homo 0.62 � 0.02 —
PP-copo inj. 0.56 � 0.03 0.79 � 0.03
PP-copo h.p. 0.56 � 0.03 0.80 � 0.03
HDPE-homo 0.44 � 0.02 —
HDPE-copo 0.43 � 0.03 0.75 � 0.03
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exponent at small length scales close to 0.60, whereas
the fracture surfaces of PE matrix materials have a
lower Hurst exponent close to 0.45, over the same
length scale range. We do not know why the PP sam-
ples have a higher H value than the PE specimens, but
the difference found in our study suggests that the
study of the self-affine structure of the fracture sur-
faces is able to distinguish between different materi-
als, or at least materials that break in different ways.
This work was concerned with only two polyolefin
polymer families, it would be desirable to extend our
study to other polymer families to evaluate the gen-
erality of the results.

The values of the Hurst exponents, measured at
higher length scales, were quite similar for all materi-
als that were studied, but they seem to be a little
higher for the polypropylenes. The PP samples broke
in a relatively brittle way, whereas the PE samples
showed a more ductile behavior. It would have been
very interesting to determine if the Hurst exponent
could be related to the ductile or brittle mode of
fracture. But it is very difficult to give an unambigu-
ous answer based on the results that were obtained
from surfaces generated by impact testing. To obtain
more insight, another experiment was conducted to
study fracture surfaces generated by environmental
stress cracking. In this experiment, a thin rectangular
bar of HDPE-copo material was bent and put in a
solution of soap in water. A scratch was made on the
specimen to initiate an environmental stress cracking
process. After many hours in the solution, the speci-
men broke and the fracture surface was studied. It was
surprising that the fracture surface was divided into
two distinct zones. The first zone, generated in the
early stages of the fractures propagation, has a mor-
phology characteristic of brittle fracture, with a low
roughness compared to the second zone of the fracture
surface. In the second zone of the fracture surface,
generated at a later stages, the fracture appeared to be
more ductile, and there was evidence for a fibrillation
process. The initial stress in the specimen was initially
high. After some time in the aggressive solution the
material was weakened and could not longer support
the imposed stress. The crack propagated very rap-
idly, and the material behaved in a brittle manner. As
the stress was released, the crack slowed down until
the internal stress becomes too low for the brittle
fracture process to continue. In this second regime, the
specimen broke in a ductile manner. The conclusion is
that the experiment leads to two different failure pro-
cesses in two distinct regions of the fracture surface.
This is important, because it allows us to measure the
Hurst exponent for exactly the same material in each
regime, and to establish a possible correlation between
the fracture mechanism (ductile or brittle fracture) and
the Hurst exponent.

The self-affine behavior of the fracture surface is
illustrated in Figure 14 for the brittle and the ductile

parts of the fracture. For each region, no evidence for
a crossover was found, and the surface could be char-
acterized by only one value of H. Hurst exponents of
H � 0.40 for the brittle part and H � 0.68 for the
ductile region were obtained. These values are similar
to those measured for HDPE-homo and HDPE-copo
specimens using impact testing (see Table V). This
supports the idea that these two Hurst exponents are
representative of the fracture surfaces of HDPE spec-
imens and that the value of the Hurst exponent indi-
cates the way in which the specimen failed (brittle or
ductile). This means that products made from copol-
ymers break in a more complicated way than products
manufactured from homopolymers, and the two
modes of failure are revealed by self-affine analysis of
the fracture surfaces. All our conclusions are based on
the study of a few materials, and a more systematic
study should be carried out to assess the reliability
and generality of these encouraging results obtained
by using fractography and measuring the self-affinity
of fracture surfaces to correlate the supermolecular
structure with mechanical behavior.

Even if our conclusions are based on the study of
only a few materials, it is interesting to discuss them
with respect to existing experimental results and avail-
able models predictions. The change in the roughness
exponent at smaller length scale measured in our ex-
periments is reminiscent of the predictions from mod-
els of lines moving through randomly distributed ob-
stacles. Models of lines moving through randomly
distributed obstacles30–32 have been used to simulate
the propagation of cracks where the moving line is
associated to the crack front and the obstacles are
related to the microstructure of the material. The mor-
phology of the fracture surface, which is the trace left
behind by the propagating line, follows from the mor-

Figure 14 Study of the self-affine behavior of the fracture
surface generated by environmental stress cracking. The
unfilled circles correspond the initial brittle zone, whereas
the filled ones represent the behavior of the final ductile
zone of the fracture. The scale parameter represents the
quantity �, introduced in text.

SELF AFFINE FRACTAL SCALING IN FRACTURE SURFACES 981



phology of the front at every instant. The existence of
two regimes, characterized by two roughness expo-
nents, is related to two different propagation modes.
In the line models, the front is driven by an external
force F. The external force has a threshold value below
which the propagating line does not propagate and its
average velocity is zero. For an external force equal to
the threshold value, the line is able to propagate,
freeing itself from the pinning obstacles but without
acquiring a velocity. For external forces beyond the
threshold value, the line propagates with a finite ve-
locity. Close to the threshold, the moving line is self-
affine with a roughness exponent or Hurst exponent
Hc, characteristic of the so-called depinning transition.
When a finite velocity appears, the quenched disorder
term, characterizing in the motion equation the ran-
dom but time-dependent character of the forces op-
posing the movement of the front, acts as noise. In this
case the roughness of the interface can be character-
ized by a roughness exponent H, which is, a priori
different Hc, at least beyond a characteristic length
scale �c. The crossover length between the Hc and H
regimes decreases as the average velocity increases.
When this velocity tends to zero, 	c diverges and the
propagating line is at the depinning transition.

These theoretical predictions have been verified by
E. Bouchaud et al. and Daguier et al.33,34 in an Al alloy
and glasses, respectively. In each case, the same two
scaling regimes (Hc � 0.5 and H � 0.78) were ob-
served. In both cases, the crossover length �c separat-
ing these two regimes decreased with the average
crack velocity. The decrease was similar for both ma-
terials (metal and glass), although three orders of mag-
nitude separate the �c for glass from those for the alloy
having the same velocity. It can be noted that the two
roughness exponents characterizing the fractal struc-
ture of the fracture surfaces are very close to our
results. Bouchaud et al.33 used advanced characteriza-
tion techniques to study the origin of these two re-
gimes. In situ observations of fractures showed that
the propagating crack was preceded by nucleating
and growing cavities. The crack was propagated by
coalescence of existing cavities. This is indeed a very
well-known fact in ductile fracture of metallic materi-
als. In fact, the same ductile behavior has been ob-
served in molecular dynamics simulations of ceramics
and glasses, but at different length scales (atomic
scale). Bouchaud et al. studied the cavities before they
coalesced with the main crack. They found out that
they exhibited a roughness exponent of 0.5 while the
main crack and the cavities linked to it exhibited a
roughness exponent of 0.8. This suggests two propa-
gation modes: first, the nucleation and growth of cav-
ities in front of the propagating crack, and then co-
alescence of the damage cavities. The change in rough-
ness exponent from 0.5 to 0.8 occurring at the
crossover length �c suggests that �c is the size of the
cavities at coalescence. This is in agreement with the

results of molecular dynamics simulations performed
by Nakano et al.,35 where the main crack was shown
to progress by successive deflections at small length
scales, while at larger length scales its propagation
was due to an opening and coalescence of damage
cavities. It is interesting to note that the same ap-
proach for modeling crack propagation, involving
events happening at different length scales (and time
scales) is used, for example, in geology to simulate
fracture in rock material and to model earthquake
faulting.36–38

These experimental results and numerical simulation
predictions are in good agreement with our results. Our
results suggest that, in the case of the copolymers, the
first regime, at short length scales, was associated with
the properties of the matrix, while the second regime at
higher length scales was related to the presence of a
second phase. The first regime, characterized by a low
roughness exponent, can be understood in terms of cav-
ities nucleating and developing in the matrix in front of
the main crack. It seems then reasonable to believe that
the first regime can be characteristic of the matrix. The
second regime can be explained in terms of coalescence
of damage cavities. The aim of the nodules or rubber
particles introduced by the copolymerization is usually
to stop the propagation of small cracks and to initiate
new ones to increase the energy required for a fracture to
propagate.

The maximum size of the small crack is then related
in our case to the mean distance between nodules.
This maximum size can be associated to �c introduced
earlier, to characterize the size of the cavities at coales-
cence. The propagation of the main crack is governed
at length scales higher than �c by the multiphase na-
ture of he material while the nature of the small crack
or cavities is governed by the nature of the matrix.

The fracture surface morphology is not the same ev-
erywhere. For example, shear lips, skin, and shear bands
were observed on the fracture surfaces. The creation of
these structures on the surface leads to energy dissipa-
tion, and the macroscopic behavior of the specimen is
certainly related to the sizes of these structures relative to
the fracture surface area. Only the morphology of the
central part of the fracture surfaces was studied in detail,
and this study should be extended to all the different
regions in the fracture surfaces to obtain a more com-
plete characterization of the surfaces and determine the
influence of all regions on the toughness of the specimen.
The sample geometry can be modified to minimize or
increase the various components of the fractures sur-
faces. For example, it has been showed that shear lip
formation can be avoided by working with side-grooved
specimen.39 It could then be possible to evaluate the
influence of each part of the fracture surface on the
macroscopic behavior and attempt to correlate the self-
affinity of each of them with the energy dissipated dur-
ing their formation.
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CONCLUSIONS

The goal of this work was to study the structure of
fracture surfaces to discover correlations between
quantitative measures of the polymer structure and
the mechanical properties of the final product. The
surface structure can be described in terms of self-
affine fractal models, and the Hurst exponent(s) and
roughness measurements can be used to describe
quantitatively the fracture surface topography. Frac-
ture surfaces generated in homopolymers can be de-
scribed by a single Hurst exponent, which differs for
PE and PP. For copolymers with PE and PP matrices,
the same Hurst exponent measured on small-length
scales was the same as that obtained for the matrix
material, but a crossover to a second regime charac-
terized by a higher Hurst exponent was found at
longer length scales. The crossover was related to the
average distance between rubber particles for the
PP/PE rubber phase specimen (PP-copo). A self-affine
fractal behavior is not correlated with a two compo-
nents composition, but it appears that the introduction
of a second chemical entities modifies the crack prop-
agation at long-length scales, the propagation at
shorter length scales remaining unchanged. Environ-
mental stress cracking experiments indicate that each
regime can be related to brittle or ductile fracturing
processes.

Our measurements have shown that a decrease in
temperature leads to a decrease in rms roughness of
20% when it is measured over 1 � 0.5 mm areas and
a lower fracture energy (except for HDPE-copo sam-
ple). At the same time, the Hurst exponent character-
izing the self-affine structure of the fracture surfaces
increases very slightly. This indicates that the fracture
at 23°C are very similar to those generated at �20°C,
even though the fracture energy changes a lot. The
small variations in the rms roughness and the Hurst
exponent values do not explain the observed changes
in toughness. The fracture surfaces are very complex,
and are composed of a central region and side regions
(skin and shear bands, for example). It should be
rewarding to studying the self-affine structure of each
part individually (not only in the central part, which
was the focus of our work), and try to correlate it the
energy dissipated.
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